
Air-Decoding: Attribute Distribution Reconstruction 
for Decoding-Time Controllable Text Generation

Tianqi Zhong1, Quan Wang2, Jingxuan Han1, Yongdong Zhang1, Zhendong Mao1∗

1: University of Science and Technology of China;
2: MOE Key Laboratory of Trustworthy Distributed Computing and Service,

Beijing University of Posts and Telecommunications.  

Code and data available:

Reference:

Motivations: Results From Main Experiments:

Proposed Methods:

Further Analysis and Discussion:

Prior work[1] has classified contr-
ollable text generation into three 
main categories as following:

1. Retraining the whole parameters of CLMs: Impressive control 
effects but large computational cost when the size of CLMs grows.

2. Fine-tuning prefixes or prompts: Low computational cost and 
fast inference speed but typically poor generalization. 

3. Decoding-Time approaches: Good generalization and remarkable 
control effects but bad fluency under high control effects.

Attribute Collapse: The most severe issue with decoding-time 
methods is Attribute Collapse, which refers to the phenomenon that 
when the control strength increases to a certain critical value, the 
fluency of the generated text will rapidly decrease like the figure of 
GeDi[2] above. Therefore, how to solve the Attribute Collapse problem 
is a crucial issue.

• Preliminary
Decoding-Time CTG can be formulated as following three equations, 
where �1:�−1 is the given prompt, � is the desired attribute, and � is 
the control strength that is an additive item.

• Attribute Distribution via PC-LM
We optimize two prefixes using dataset with corresponding 
attributes using language model loss as:

• Attribute Distribution Reconstruction
We design an attribute reconstruction method to make the distribu-
tions obtained by PC-LMs more balanced. First, we regularize the 
obtained attribute distribution before generating the next token �� 
each time. Then we calculate �(�|�1:�) using regularized ��, ��′(∗). 

The ��, ��′(∗) and the final decoding statement are formulated as:
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• The main experimental results on IMDB dataset

• The main experimental results on AGNews dataset

• The main experimental results on Jigsaw dataset

• The Effect of Distribution Reconstruction

• The Effect of the Size of Training Samples

[1]: A survey of controllable text generation using transformer-based pre-trained language models, Zhang, Hanqing, et al. ACM Computing 
Surveys’2023 https://arxiv.org/pdf/2201.05337
[2]: GeDi: Generative Discriminator Guided Sequence Generation, Krause, Ben, et al. EMNLP’2021 https://arxiv.org/pdf/2009.06367.pdf

• Analysis on Similarity between Distributions
We define sets ��,  ��,  �� as follows and define ��� = �� ∩ ��,  ��� =
�� ∩ ��,  ���� = �� ∩ �� ∩ ��. We use |�| to denote the size of set S.  
Then we consider metrics: |���|

|��| , |���|
|��| , |����|

|��| .

• �(��|�<�, �) denoted as ��, �� ≜ {��|�� ∈ �� ∧ �� ∈ ����(��)}
• �(��|�<�) denoted as ��, �� ≜ {��|�� ∈ �� ∧ �� ∈ ����(��)}
• �(�|�0:�)� denoted as ��,  �� ≜ {��|�� ∈ �� ∧ �� ∈ ����(��)}
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